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3.2 Framework used

OpenPCDet is a versatile and flexible library designed to facilitate the im-

plementation, training, and evaluation of 3D object detection models that utilize

point cloud data. Point clouds are sets of points in a 3D coordinate system, usu-

ally obtained from devices such as LiDAR sensors or stereo cameras. OpenPCDet

provides a modular and extensible platform that integrates various state-of-the-

art 3D object detection methods, making it an ideal choice for our experiments.

Furthermore, the authors of the baseline model IASSD also used OpenPCDet,

therefore developing upon IASSD in OpenPCDet is a natural choice.

The library supports many prominent 3D object detection algorithms, includ-

ing PointPillars [41], SECOND , and Part-A2 Net, among others. Furthermore, it

provides extensive pre-processing, data augmentation, and evaluation tools that

enable seamless experimentation and customization. The library is implemented

in Python and built on top of the PyTorch deep learning framework, allowing for

efficient GPU acceleration during model training and inference.

3.2.1 Framework structure

Figure 3.2: Design pattern of OpenPCDet

Figure 3.2 illustrates the design pattern of OpenPCDet. There currently exists
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3.2 Framework used

many popular dataset formats, but the three most common follow the format of

KITTI, Waymo, and NuScenes. The VoD dataset follows the format of KITTI,

where the data for the lidar sensor is stored as follows:
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Figure 3.3: Directory tree of the View of Delft Dataset

The point clouds themselves are stored as binary files under the velodyne

folder, images under the image_2 folder, calibration files containing the data to

calculate the transformation matrices from one reference frame to another (e.g.

LiDAR to camera, radar to LiDAR), and the ground truth bounding boxes are

in the label_2 folder in a text file where each line represents an object,

OpenPCDet then converts the data into a unified coordinate system, ready

for data preparation. The framework has many built-in data processing and aug-

mentation functions, a few of them are listed below.
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3.2 Framework used

Values Name Description
1 type Describes the type of object: ’Car’, ’Van’, ’Truck’,

’Pedestrian’, ’Person_sitting’, ’Cyclist’, ’Tram’, ’Misc’
or ’DontCare’

1 truncated Not used, only there to be compatible with KITTI for-
mat.

1 occluded Integer (0,1,2) indicating occlusion state: 0 = fully vis-
ible, 1 = partly occluded 2 = largely occluded.

1 alpha Observation angle of object, ranging [−π..π]
4 bbox 2D bounding box of object in the image (0-based index):

contains left, top, right, bottom pixel coordinates
3 dimensions 3D object dimensions: height, width, length (in meters)
3 location 3D object location x, y, z in camera coordinates (in me-

ters)
1 yaw Rotation around -Z axis of the LiDAR sensor [−π..π]
1 score Only for results: Float, indicating confidence in detec-

tion, needed for p/r curves, higher is better.

Table 3.1: KITTI format object label

Data processing

• Voxelization: Transforming raw point cloud data into a structured 3D grid

representation by dividing the point cloud into voxels, which can help im-

prove the efficiency of the detection process.

• Masking points: Removing points outside a range

• Shuffling points: Shuffling the order of points

• Sampling points: Sampling n points from each input.

Data Augmentation:

• Point cloud rotation: Rotating the point cloud around a specific axis to

generate new orientations of the data and improve model robustness.
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